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Nowadays, statistical modeling is an indisputable way of understanding processes of any
kind that helps us to avoid adverse outcomes or even to forecast the future tendencies. The
majority of these tasks are dedicated to recreation of function by given set of its values.
Estimation of its parameters are conducted using the apparatus of the theory of probability and
mathematical statistics and it can be concluded that linear dependences do not always adequately
describe the processes under study. Linear dependences are considered only as a special case for
the convenience and clarity of considering the process under study. More often, there are models
that reflect processes in the form of nonlinear dependence.

For example: damped harmonic and non-harmonic oscillations, which can characterize
the sales volumes of seasonal goods at the stage of leaving the market. Or dependencies that
characterize the life cycle of a product, remarketing or product conversion.[1]

The most popular method for processing experimental data was developed for almost two
hundred years ago by A.M. Legendre and C.F. Gauss and is called regression analysis, or the
method of least squares (OLS). Method is based on the minimization of the square value of the
deviation between the sought analytical function and the experimental data.[2] In the case of the
nonlinear dependency the given method can be used only with one condition: the possibility of
transformation of the given variables to a linear dependency. This property is possessed by
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equations that are linear with respect to the parameters.[3] Through this condition nonlinear
dependency of the form ¥ (y) = a@(x) + b can be transformed into:

M'(x',y') =M (p(x), v(¥:))

by placing given set of values into a new coordinate plane x'o y'.

The form of given dependency can diverse, from simple square to exponential functions,
but these functions are united by a common property concerning the generalized mean. The
generalized mean of positive numbers z,, z,, ..., z,, is called

n 1/t
1
M, () = (EZ zi)

k=1

Theorem 1.[4] The value of these functions at the point corresponding to the generalized mean
over the argument x is equal to the generalized mean over the variable y, i.e.

f(M(p)) = M, (q)

The proof of the theorem will be given for 25 distinct and the most common functional
dependencies, which are considered in the thesis.
Proof:

1. y=ax+b, by hypothesis the given function corresponds with arithmetic mean for both

variables x and y:

oKX y(x*):a(x1;x2j+b

2
. _ yl;y2 - *:ax1+b;ax2+b:y*:a(x12+x2)+b

2. y=ha, by hypothesis the given function corresponds with arithmetic mean for x and
geometric mean for y:

X +X
« X X , e
=2t y(x)=ha 2

X

y*: ylyg = y*:\/mj y*:b axlaxz :y*:baT

3.y :Lb, by hypothesis the given function corresponds with arithmetic mean for x and
ax+

harmonic mean for y:

o XX, . 1
= =y(x)=
2 (x1+x2j+b
2
y*_ 2 :y*_ 2 :y*_ 2 :y*_ 1
1.1 ax, +b+ax, +b a(x, +x,)+2b NCETHIN
Yi Y, 2

4. y=aln(x)+b, by hypothesis the given function corresponds with geometric mean for x

and arithmetic mean for y:
5.
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X =./%X, = y(X)=aln(yxx,)+b= y(x") =%In(xlx2)+b

“_ % J; Yo _ y = aln(x1)+b;aln(x2)+b =y = a(In(x1)2+ In(x,)) tb=sy = aln(lexz) b

6. y= b+, by hypothesis the given function corresponds with harmonic mean for x and
X

y

arithmetic mean for y:

. 2 . a .
x_1+1:>y(x)_b+ > = y(x)=b+ 5
Xl X2 — 4+
Xl X2
yity j+b+f+b a(ierlJ
_ Nty ~_ X% 2 * 1 %
=== = =————24b
y > =Y > =Y >

7. y=hbx% by hypothesis the given function corresponds with geometric mean for both

variables x and y:
8

X = XXy = y(x) = b(xlxz)E

y = Yi¥o, = y = bxlabxza =y =b Xlaxza =y = b(XlXZ)E

a

9. vy :bL' by hypothesis the given function corresponds with harmonic mean for both
X+a

variables x and y:

2
1 1
2 X %
* *\ _ 1 2 —
=3 1:>y(X) b = y(x)= 1
—+— 1 1@ 2b+al —+—
XX 4= 1 X
Xl X2
y = 2 —y = 2 —y = 2 —~y = 2
i+i bxl+a+bx2+a be &bt d b+ a i+i
i Y, X Xz X X, XX

10. y:ba“x, by hypothesis the given function corresponds with harmonic mean for x and
geometric mean for y:
1 1

X =%:> y(x)=ba 2 = y(x)=ba?"
7_’_7
Xl X2

11
1 1 1 1 7;372

Y =Ny, =Yy = ba*ba* = y =b ata® = y =ba 2
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11 Y= 1 , by hypothesis the given function corresponds with geometric mean for x

“alnx+b
and harmonic mean for y:
. . 1
X = xx = y(K)=————
alnyxx, +b
y*_ 2 3ys\'_ 2 3y*_ 2 3y‘k_ 1
1.1 alnx +b+alnx, +b alnxx, +2b b+aln./xXx,
i Y

12 Y= ax’ +b , by hypothesis the given function corresponds with quadratic mean for x and
arithmetic mean for vy:

2 2 2 2
. XX . X, + X
X =, 4—2 2:>y(x)=a(—12 2J+b

2
2 2 2 2
y = le;y2 oy = ax; +bJ2rax2+b:>y*: a!x12+x2)er

13. Y= ba* , by hypothesis the given function corresponds with quadratic mean for x and
geometric mean for y:

2, 2 X +x3
. IXEHX .
X = —12 2 > y(x')=ba ?

X2 +X3

Yy =yny, =Yy = Jba¥ba® =y =bya¥a¥ =y =ba 2

1
14. y=m, by hypothesis the given function corresponds with quadratic mean for x

and harmonic mean for y:

. _ X12+X22:>y(x*)= 1

2 2, 2
(a[xl + X J-I—bj
2

. 2 . 2 " 2 . 1
y=1 17 ax’ +b+ax? +b Y a(x? +x2)+2b Y b+a(xf+x§}

15. Y= vax® +b, by hypothesis the given function corresponds with quadratic mean for both
variables x and y:

2 2 2 2
¢ =P8 L y)- /(ij

2 2 2 2 2 2
y = /lezryz :y*:\/axl+b;ax2+b:>y*: b+a(X12+X2)
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16. y=+ax+b, by hypothesis the given function corresponds with arithmetic mean for x
and quadratic mean for y:

P XX o (X% o
X Y = y(x) a(—z j+
2 2
y o /leZryz jy*:\/axl+b;ax2+b:>y*: b+a(X12+X2)

17. V= valnx+b, by hypothesis the given function corresponds with geometric mean for x
and quadratic mean for y:

X =4XX, = V(X)) =q/alnyxx, +b = 1/aln—lexz+b

2 2
. /lezryz jy*:\/alnx1+b;alnx2+b:>y*: b+a|n(2XlX2)

18. Y= ‘/%+b , by hypothesis the given function corresponds with harmonic mean for x and

quadratic mean for y:

1 1
2 ""[HXJ
* *\ 1 2
X = 1T 1 = y(Xx)= 5 +b
7_’_7
Xl X2
1 1
SR A ipr 2 4p a(x+xj
* y1+y2 * Xl X2 * 1 2
y 2 y 2 y 2

10. y:ax3 +b, by hypothesis the given function corresponds with cubic mean for x and
arithmetic mean for y:

3 3 3 3
X =3 % = y(x*)=a[L2X2]+b

*:%:ﬂ/*: axf+b;ax§+b:>y*:a(xf;x§)+b

y

20. y=baX3, by hypothesis the given function corresponds with cubic mean for x and
geometric mean for y:

3.3
x| +X3

3 3
. LI +X x
X :3—12 2 = y(x')=ha 2

3,3
X +X5

Yy =%y, =Y = Vba*ba* = y =b a¥a® = y = ba 2
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1
21 Y :M’ by hypothesis the given function corresponds with cubic mean for x and

harmonic mean for y:

, 3 3
X*=3L2X2:>y(x*)= . 13
[a(xl +X2J+b]

2
1.1 ax’ +b+ax +b a(x? +x3)+2b b+a(xf+x§)

— - —
yl y2 2

29 Y =+ax>+b, by hypothesis the given function corresponds with cubic mean for x and
quadratic mean for y:

/x +x2 Y(<) = / x+x2

. 2y2 oy = \/ax +b+ax +b:> .

a(x’ +x3)
= = |py 221 27
y = 2 y 2

As given formulas are the most widely used functional dependencies, it gives us the
opportunity to find an empirical formula for almost all non-linear dependencies without human
intervention, but relying entirely on the computational machine. Since this process is automated,
the researches in the field of statistical modeling can be carried out much faster and more
efficiently.
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