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Let {f;} be a finite sequence. Then equation (1), by virtue of condition ¢; = &> 0 in [,
has a solution {y;}. Using inequality (2), it is not difficult to make sure that this solution belongs

to L, at §+ a = 1. Passing a to 0 or 1, we get that the above is true at a € [0,1], and the

inequality (2) holds.
If now {f]} belongs to 1,,/(1 < p’ < o), but is not a finite sequence, then, approximating
{fj} in L,/ finite sequences, we get that equation (1) has a solution satisfying inequality (3).
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Perturbation theory is the most used techniques in quantum mechanics, atomic physics and
especially in the study of dynamical systems. The classical method is for one perturbated
problem obtaining complete system of eigenfunctions. (If system is complete, it is a basis of the
space.) Main purpose of this work to defining does singular perturbated Laplace operators has a
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complete system of eigenfunctions or not. In this work for one class of perturbation problems we
selected all problems with complete eigenfunction system. Respectively we will know in
advance which perturbation problem has solution or not.

Let consider Laplace operator Lu = —Au = f in a Hilbert space L,(Q) , where Q — is a
bounded domain in R™ with an infinitely smooth boundary 9Q. As a fixed operator we can take
Dirichlet problem

0%u . 9%u 0%u
M=tmtmt " tm=7/® seacem
ulgy =0

which is correct restriction of the maximal operator Lu = f with the domain D(L) =
{u€eLy(Q): Lu=—Au€L,(Q)}=WZ(Q) . Let operator u = L;'f be the inverse operator
of the Dirichlet operator with the domain D(Lp) = {u € W2(Q): u|s, = 0} and operator the
Kf be any linear bounded operator that maps Hilbert space into kernel of the maximal operator.
Then according to correct restriction theory [2], all correct restrictions of the maximal operator
have an inverse in the following form Lg'f = Lp'f + Kf.

In our case operator K:L,(Q) — kerL = {u € W2(Q): —Au =0} has the following
form Kf (x) = o(x) [[, f(¥)g(x)dr where ¢ (x) is a harmonic function in L,(Q) and g(x) is
any function from L,(Q). Then all correct restriction of the maximal operator is an operator
Lxu = —Au = f with the domain D(Ly) = {u € W2(Q): (I — KLg)u € D(Lp)}.

Operator KL, bounded if and only if operator K satisfies the condition R(K*) c D(L}).
Adjoint operator of the Kf has the form K*f(x) = g(x) [f,, f(t)¢()dz and the condition
R(K*) c D(L}) equivalent to the g(x) € D(L}) = D(Lp) = {g € WA (Q):  glsu = 0}. Note
that Dirichlet operator is positive operator ( L, = 0), it is also self-adjoint operator ( L, = Lp ).

By using Green’s formula, we express the operator KLy, in the following form:

- P L 9a(D)
KLou() = ~9(2) [ u@g@r = oo | [% 5@ - um 229 as -
Q

~0(0) || u@ag@dr = o) || uwagtds
Q Q

In the work [1] was proven that operator Axu = Lu — KL Lu with the domain D(4g) =
D(L) is the similar to the correct restriction of Ly if D(L,) = Hand R(K*) € D(L*) n D(LY).

Theorem. Let L be boundary correct extension of the minimal operator L, that is L, c
L c L. If Lk is densely defined in H and satisfies the condition R(K*) < D(L*) n D(L}) then
KLy is bounded in H and a correct restriction Ly is similar to the correct operator Ayu = Lu —
K L Lu with the domain D(Ax) = D(L).

Proof. Transforming the equations Ly'=L'+ K =({+KL)L™* we get Ly =
(I + KL)L™1. The condition R(K*) c D(L*) n D(L%) guarantees boundedness of the operators
KL and KLg. I + KL is invertible operator with (I + KL)™* = I — KLg. Then we have

At = (I + KL 'L (I + KL) = (I + KL)™*(I + KL)L™*(I + KL)
Azt = L7Y(I 4+ KL)
Hence by corollary of [3] (page 259) we have D(Ax) = D(L) and
Ag = (I +KL)™'L =L —KLgL

Proof is complete.

Density of the domain D (Lg) in whole Hilbert space is equivalent to the

!J- Ag(D)e(t)dr # -1

This result can be obtained by 0 = (u, ¢) = (L f, d) = (f, (Lx)*¢). Since this holds for all
functions (x) € L,(Q) , the function (Lx*)*¢ = 0. Another method is by the criterion of the
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density of the domain (Lg) , i.e., D(Lg) = L,(Q) is equivalent to the ker(I + K*L}) = 0. Since
the domain D(L) is dense condition R(K*) < D(L*) n D(L}) becomes R(K*) < D(L").

So, our next aim is to find the operator KLg. To calculate the operator K Ly we will use the
factthat (I + KLp) ' =1 — KLy.

(I + KLp)u(x) = ulx) + ¢(x) ff u(t)Ag(D)dr = v(x)
o

By multiplying both side with the function Ag(x) and integrating over the domain 0 € R™ we
get

£ f Ag(@Du(r)dr

So, the operator

1+ ff Aﬁ(p(r)dr] = ff Ag(Dv(r)dt
o Q

u(x) = (I +KLp) v(x) = (I — KLg)v(x)
¢ (x) ——
1+ [[,Ag@e(D)dr £f Ag(@u(nydr
Operator K Ly has the following form
¢ (x) ——
1+ foAm(p(T)dT £f Ag(@u(Dydr

Note that ff, Ag(t)p(z)dt + 1 # 0 is criterion of the D(Lx) = L, ().
Then operator

ulx) =v(x) —

KLgu(x) =

@ (x) — ~
1+ [J, Ag(Dg(o)dr !J Ag(@)Au(r)dr = f(x)

with the domain D(A4g) = {u € W2(Q): uls, = 0} is similar to the correct restriction
operator Lyu = —Au = f with the domain D(Ly) = {u € W2(Q): (I — KLg)u € D(Lp)}.
Example: For clarity take = 2, then Dirichlet problem is

2%u(x) . 9%u(x)
oz T g = S(x)

Agu(x) = —Au(x) +

Au(xlﬁXZ) =
, x EQc R?
) ) ulga =0
As defined above, by taking g(x) € L,(Q) as
{Ag(x) = In|x — x|
Jloa =0
where x, is the arbitrary point from the domain Q c R? and |-| is norm of the Euclidean space
R?. Note that function g(x) satisfies the condition g(x) € D(Lp) = {g € W2 (Q): g|s, = 0}.
Then operator Ax form is following well-known valued at point x, € Q perturbation operator

¢(x) )
1+ ﬂgAm<P(T)drl;f In|t — 7o|Au(r)dt = f(x)

Then by Green’s formula, operator

, X, Xo € Q C R?

Agu(x) = —Au(x) +

@ (x)

Agu(x) = —Au(x) + 1+ ffglan — TO|(p(‘[)dT

Ju
u(xy) + J%lnlr — 1o|dS
]

with the domain D(A4g) = {u € W2(Q): uly, = 0} is similar to correct operator L. (Operator
K completely defined by the function g(x).) Since the Dirichlet problem has complete system
of eigenfunctions, this perturbation problem also has complete system of eigenfunctions. So, we
can take this result for any harmonic functions ¢ and for any point x, € Q.
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So, the completeness of the eigenfunctions of the perturbation problem can be replaced
with easier problem completeness of the eigenfunctions of Laplace operators. Since they similar
operators their spectrum coincides. By changing the operator Kf(x) = ¢(x) ff, f(r)g()dt
(choosing the functions ¢ and g) we will get completely new type of perturbation problem. In
practice, if we confronted with such are perturbation problems which are defined on arbitrary
domain Q0 ¢ R™ , we can always (by calculating the functions ¢ and g ) we bring the question of
the completeness of the eigenfunctions with the completeness of the correct Laplace operators.
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Definition 1 Suppose, {a;;}iZ, ;=1 - consider a sequence of personal sums of a series
along with a given sequence, and a numerical sequence

{Sk,1}k=1,j=1-
Each of its elements forms the sum of some members of the original sequence
{Sia} = Zisvjo @iy
As a rule, the following symbol is used to designate series:
2221,]':1 aij.
This shows the initial sequence of elements of the series, as well as the summation rule.
According to this, it is said about the convergence of double numerical series:

* A double number series converges if its sequence of personal sums converges, i.e. the
series {a; ;} converges and the sum is equal to s if

Ve>0: Im,n,:m> myn>n,: ||smn—s|| < e

It is also possible to write down the condition for convergence to the sum of s dual series
as follows:

lim s,, =s
n,m-— oo
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